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Trends in IT infrastructures

The impact on the IT infrastructure
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Agenda

 Current market situation

 Standards update

40 and 100 Gigabit Ethernet design criteria
* GPON technology for Enterprise buildings
 Conclusion
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Market situation

Market situation
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a combination of everything |
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Market situation

Market situation

Drivers in the data centre market

New

- Virtualization
applications

o Expansion
Consolidation

Storage
Cloud services
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Market situation

Drivers in the office market

P
convergence

Power over
Ethernet

DAS/wireless

Building automation

Designs and architectures
Riser FD [
» Structured cabling Floorn o
design ISO/IEC Work Group 2.2
11801 T .
» Fiber for campus and i
backbone Power, Cnoling\& ‘@

» Copper for horizontal

» Decentralized design

» Most common design
globally
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Designs and architectures

¢ People and connection
points move

* Regular MAC's J

* Regular moves, adds
and changes
N  Aesthetics
e B EEC ] . llumination

requirements
such as * Power

Seons KRONE

Designs and architectures

« Floor tank with power, data and =
light o ool

* Will be installed in the raised floor A ey
« Shall be installed in a matrix design e i o

All in one P
solution ErnTer e

- . e

| « When needed plug and play the
pole

« In addition a light when needed ) g
« All items are reusable J
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Standards update

connectivity

ENTERPRISE
NETWORKS

Standards update

IISOHEC 24764 — Data centre cabling |




Market situation

Example University campus

Data Centre

Campus Harsh
environment
Office
Research
=TE g
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Applications

40GBASE-SR4 and 100GBASE-SR10

0 Gb/s over copper and fibre is ratified
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Applications
40GBASE-SR4 and 100GBASE-SR10

'40 and 100 Gb/s over fibre is ratified .

'First switches arrived

’Main area is currently the DC area ..

’Next area will be the Campus and backbone in buildings |
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40/100 Gb/s Systems

Impact on the IT Cabling
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40/100 Gb/s Systems
OM3 or OM4 Multimode Fiber

40 GBASE-SR10

4 Tx and 4 Rx parallel
channels

Using 4 + 4 MM parallel
fibers with MT technology

No single fiber solution

40/100 Gb/s Systems
OM3 or OM4 Multimode Fiber

100GBASE-SR10

' 10 Tx and 10 Rx parallel
; channels

a Using 10 + 10 MM parallel
_ fibers with MT technology

No single fiber solution
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40/100 Gb/s Systems
OM3 or OM4 Multimode Fiber

Singlemode

 Singlemode as length A
up to 40km possible

Allicigaziilicn o Pricing for Actives is
still high

» Case by case decision y
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Designs in data centre
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Aligned DC solutions

Agility — Availability - Efficiency

regarding IT
infrastructures

* Many new designs are structured
* Most common designs

* EoR (End of row)

» ToR (Top of rack)

» Centralized DC Design

» ,Direct patching”

 Flexible and updateable fiber

systems

Aligned DC solutions
Agility — Availability - Efficiency

Top of Rack (TOR)
Virtual Top of rack (V-TOR)

End of Row (EOR) Mid of
Row (MOR)
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Aligned DC solutions
Agility — Availability - Efficiency

Up to 100GbE

Copper & Fibre Pre-terminated Solutions
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Gigabit Passive Optical Network

GPON Technology

connectivity
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Traditional LAN Solution

Multiple Cat5/Cat6 cabling |
homeruns per user

o

Possibly multiple distributors
rooms per floor to support
90 m copper limitation

CYSE

Multiple “active” devices
within the floor distributors

A separate coax infrastructure to carry RF Video

= e B,

sr s

What is Optical LAN Solution

' Based on latest Gigabit Passive Optical
Network (GPON) technology

'FPON is a Standards based technology — ITU-
TG.984

'Deployed worldwide by multiple carriers today

'} NBN Co in Australia has decided on GPON
technology

I Designed for carrying multiple services on
single cabling infrastructure

} Desktop
/ ! Terminal
Enterprise Aggregati

Switch

MTU
Terminal

-3
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Optical LAN - Architecture

Traditional LAN Optical LAN
Riser FD Floor n (
Floor n 4 Port v
Work Group _ <£§
Work Group POL | ] 2
Switch Fiber ’ X Terminal nﬂ ° 0
I Distribution Fiber 1 =4 a"‘“

—_— > Hub , F lo
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WAN Router

Enterprise Access Switch
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Optical LAN — Campus Design Example

Similar structured
/ cabling
architecture
in every building

|

Single mode ‘

fiber going
to other buildings

l L

Aggregation Switch
in one building supporting
WGTs in multiple buildings

Motorola 2009
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Optical LAN vs. Traditional LAN Architecture

Optical LAN'’s passive
distribution system based on

E nVl ro m e ntal . GPON technology is scalable,
- Green IT solution that

eliminates expensive copper,

Ethernet and multimode fiber

cabling and workgroup
switches

benefits

A typical 1000 user system
utilizing Optical LAN can
reduce power consumption by
as much as 60%, capital costs
reduced to network elements

/ I b h 0% and
p/consumption Zgl iy

85%
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Optical LAN vs. Traditional LAN Architecture

There are several factors that favor a Optical LAN
deployment over traditional UTP or MMF/data network.

strength and bend

cost insensitive design. changing out the

electronics.

9 iber cable is easier., Optical LAN's have a
: Reduc ed -\ to install because of A longer usable lifetime,
) installation its increased pull 1 increised gla,!a éaées
. F can be realized by
P

N Reduced :
 /maintenance 7
cost

N[O

Reduced
\ Typical 1000 user
/COSfOr Py

“ Electricity g

p EMIEMC  ~
: ISSuUes
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Infrastructure management

-
-
-
connectivity
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What Is An IIM Solution?

An [IM Solution consists of:

< An infrastructure connectivity database whose data is kept 100% accurate by self detecting patch panels
and device discovery tools

« Configurable user interfaces " O

« A workflow engine |IM Databas

* SDK/API

100%

' Accurate

Detectable Patching

:

IP Device Discovery Multi User Interface

e [
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What Does An IIM Solution Do?

« Self discovers network connectivity from End to End

€ Costez Industies (Drganization] £5.2
8 Main (Campus] 22
¥ Datacenter (Building] 722
2 Tat(Floor) $31
JB. HO Datacenter (E quipment Room) £5 5

[H HEDCRO3 Row 727 [ HODCRO2 Fiow) 725
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What Does An IIM Solution Do?

« Self discovers network connectivity from End to End
» Real-time IP asset management to the Physical Location

€ Costez Industies (Drganization] £5.2

8 Main (Campus] 22

¥ Datacenter (Building] 722

2 Tat(Floor) $31

JB. HO Datscenter (E quipment Room) £5 5
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e 2
What Does An IIM Solution Do?
« Self discovers network connectivity from End to End
* Real-time IP asset management to the Physical Location
* Provides automation for infrastructure change processes
eme [
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What Does An IIM Solution Do?

« Self discovers network connectivity from End to End

* Real-time IP asset management to the Physical Location
 Provides automation for infrastructure change processes
» Generates alarms for unauthorised / unscheduled activity
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What Does An IIM Solution Do?

« Self discovers network connectivity from End to End

* Real-time IP asset management to the Physical Location
 Provides automation for infrastructure change processes
» Generates alarms for unauthorised / unscheduled activity
* Triggers events to automatically advance process flow
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What Does An IIM Solution Do?

« Self discovers network connectivity from End to End

» Real-time IP asset management to the Physical Location
* Provides automation for infrastructure change processes
» Generates alarms for unauthorised / unscheduled activity
« Triggers events to automatically advance process flow

KBOME

An 1IM Solution Within An Organisation

llncrease Service Availability & Resiliency

'Reduce Costs in Capacity and Asset Management

Enhance Productivity inc. Data Centre Provisioning

'Improve Process Adoption

Provide the Infrastructure Configuration Management
Database

20
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What Does An IIM Solution Do?

Self discovers network connectivity from End to End
Real-time IP asset management to the Physical Location
Provides automation for infrastructure change processes
Generates alarms for unauthorised / unscheduled activity

Triggers events to automatically advance process flow

Configuration Management Database (CMDB) of physical infrastructure with Real-time accuracy

mL

e
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Gartner: Configuration Management

* Change, Configuration and Incident

management are inextricably linked e LT3 Pt e A [ e ey e o

“...an average of 80% of mission-critical downtime is directly | e
caused by people or process failure....the most common
B 9 whch rchude

ajects s rece| CAUSE.....Is Change e o S e
success of chaj .
implement beca o
af teals.
Entarprisas PRten o urnaadng.
and that it Is
integration. In fact, it is much easier to justity g P asapartofa
change management project than en their own, as the real benefits of configuration managemant come n e
as part of change Irnph tation, including higher levels of infrastructure and IT service I s
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AMPTRAC System Overview — Building Blocks

Infrastructure
Database

Trusted
““J Source
O

Detectable Patching

Configurable Interface
IP Device Discovery

Work Order System

Conclusion
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Conclusions

’IT infrastructure is a vital part of any IT concept

With more IP services it's becoming the critical part of IT
services

Agility, Availability, scalability and efficiency are the basics
around the world

Fiber designs becoming more important in data Centre and
large enterprise areas

A solution needs a holistic view and approach in order to
address all kind of needs

<E e

i KRONE

Thank You
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