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Programmatic Network Access — Multiple Layers

Full-Duplex access to the network at multiple layers and networking planes

« Enable API platform kit across all platforms, to

integrate with development i
environments Application/Development

Accelerate development of
network applications:
Completely integrated stack
from device to network

Management
Orchestration

Multiple deployment modes Harvest y Program for
P ploy Network Network Service Optimized
(local and remote APIs) Intelligence Experience

Multiple Language Support Control
(C, Java, ...)

Integrate with customer Forwarding
development environment to

deliver enhanced functionality i B

Reduced time to market by
leveraging common platform for building services
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Approaching abstractions for Networking
- Data-plane Abstractions — ISO Layering @

Data plane abstractions key to Internet’s success
Network Network Service Service Service

- Abstractions for the other planes (control, SRR iy il Ll BN
services, management, orchestration,..)

... are missing @

« Define network abstractions and . p Packet
associated APIs Routing i ABpi - Data-Path

N E A
Enable a holistic Network Programming model ccess

Leverage and extend
infrastructure at pace
of the business Devi

(et evice Interface, ; ;
Deploy R on applications Capabilities Wr oosulation] Debusging Diapnostc
across all devices and lennel / Events
Extend/upgrade/add features Configuration
without upgrading the
network operating system
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APIs make Abstractions available to Programmers

Not all Networking APIs are created the same: API classes and their scope

« Classify Networking APIs based on
their scope Utility

API S.COP_E‘Si _ Example: Get Auth, Publish Log,..
Location independent; Area; Particular Scope: Location independent

place; Specific device Area/Set

Alte_mate approache_s like - Example: Domain, OSPF-area, 4
device/network/service APIs difficult to Scope: Group/Set/Area
associate with use cases

Location where an API is hosted can _
differ from the scope of the AP Place in the Network
Example: Edge Session, NAT

- Different network planes could Scope: Specific place/location
iImplement different flavors of APIs, Element
based on associated abstractions

Example: interface statistics
Scope: Specific element

Scope of an API and the location where the API is hosted are orthogonal




APIls make Abstractions available to Programmers
Example: Cisco’s onePK (one Programming Kit)

F

Developer Environment

- Language of Choice

- Programmatic Interfaces

- Comprehensive Data Delivery via APIs

B iensive Serv[ce Sl [Data Path] [ Policy ] [ Element ] [ Route ]
Better Apps; New Services

I 16 Opportunity [Discovery] [ Utility ] [Developer] [ ]

Deploy:
¢ On a Service Blade
IPC Layer
OnePK e On an External Server v
e Directly on the Device

onePK API Infrastructure

Network Data .
Control, Extend, Scale ‘ ‘
I0S NX-OS

The Layer Developers “See”

Application

Presentation -
Layer |

Provides multiple language bindings so you can choose the language that
Suits your requirements

Flexible and extensible

Provided as a set of libraries in the Kit

[fedora~]$ Is /opt/cisco/onep-sdk/java/lib

libonep_core.jar libthrift.jar slf4j-api-1.6.1.jar slf4j-simple-1.6.1.jar
[fedora~]$ Is /opt/cisco/onep-sdk/c/lib

libonep32_core.so libonep32_datapath.so libonep32_pathtrace.so




Network Abstractions Enable Cross-OS
Consistency

Network Abstraction Layer
Provides consistent interface to internal functions
Abstracts away underlying differences between OS’s

Network Network Network Network
Abstraction Abstraction Abstraction Abstraction

|0Sd/XE

APIs — Application Hosting Options
I m
Process Hosting | Blade Hosting . End-Point Hosting

=

Network OS

Container |

onePK Apps é Container
E

Write once, run anywhere

External
Server




Yes, It's Secure
Digital Signing

L Certification Process

Security

Admin
Code Security
Security
Code Isolation Network CLI Control

Strong Typing Element Resource Allocation

AAA Runtime Container

Security Security

Encryption Isolation

Resource Consumption
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Base Service Sets Described

Service Set Description

Data Path Provides packet delivery service to application: Copy, Punt, Inject

Routing Read RIB routes, add/remove routes, receive RIB notifications

Discovery L3 topology and local service discovery

i | Debug capability, CLI extension which allows application to extend/integrate application’s

© 2012 Cisco and/or its affliates. All rights reserved




Agents and Controllers o«

Consolidate State Across Multiple Network Elements

Controller
« Some network delivered functionality benefits from
logically centralized coordination across multiple network
devices
Functionality typically domain, task, or customer specific

Typically multiple Controller-Agent
pairs are combined for a network solution

Controller

Process on a device, interacting with a set
of devices using a set of APIs or protocols
Analyze

Offer a control interface/API pe P

Controller

Agent -
Process or library on a device, leverages device APIs to deliver a s L

task/domain specific function
Notify . Observe

Controller-Agent Pairs offer APIs which integrate into the
overall Network API suite
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Agents and Controllers — Task Specific Sets

Session Border Wireless LAN Policy Control Path Computation Flow Control
Control Control with SDN

11 = @@= Control
SIP-proxy -P RF PCE
=R - e @@ Program

Diameter Gx

E 3 =2 ) — - - -
il T 0 0 0 8080 @G
AP AP AP

) PCEP PCEP PCEP PCC PCC  PCC

« Networking already leverages a great breath of Agents and Controllers
Current Agent-Controller pairs always serve a specific task (or set of tasks) in a specific domain

« System Design: Trade-off between Agent-Controller and Fully Distributed Control
Control loop requirements differ per function/service and deployment domain
“As loose as possible, as tight as needed”
Latency, Scalability, Robustness, Consistency, Availability

tes. All rights reserved.




Example: Custom Routing

u
Data Center %

ol|cy
Custom
?outmg

API presentation layer <oy

Custom Routing
Initial Setup: Default routing using EIGRP

S[ER)

Using Routing Table Path




Custom Routing
Routing for Dollars: Application driven routes installed in network

RFD Route View Traceroute Using Dollar Lowest Cost Path

Custom Routing
Tracing the application installed route — using the developer and element services

Routing For Dollars bangaloresshow ip route
te View Traceroute Codes: L - local, C - connected, 5 - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
Nl - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
El - OSPF external type 1, E2 - OSPF external type 2
i - 15-I5, su - I5-I5 summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - I5-15 inter area, * - candidate default, U - per-user static route
o - 00R, P - periodic downloaded static route, W - NHRP, 1 - LISP
A - application route
+ « replicated route, % - next hop override

Gateway of last resort is not set

10.9.8.8/8 is variably subnetted, & subnets, 2 masks
19.1.1.8/24 is directly connected, Ethernet8/e
19.1.1.4/32 i5 directly connected, Ethernetd/e
19.46.1.9/24 [90/2681856] via 40.10.1.2, 2wld, Serial2/se
18.56.1.8/24 [96/3193856] via 40.18.1.2, 2wld, Serial2/e
18.66.1.8/24 [96/3705856] via 40.18.1.2, 2wld, Serial2/e
19.76.1.8/24 [90/3193856] via 46.18.1.2, 2wld, Serial2/e
.0.8.8/24 is subnetted, 18 subnets
20.10.1.0 [90/3705856) via 40.10.1.2, 2wld, Serial2/o

@ [90/4729856) via 40.10.1.2, Iwld, Seriall/e

@ [90/3705856) via 40.10.1.2, Iwld, Seriall/e

0 [90/4217856] via 40.10.1.2, 2wld, Serialz/e

@ [90/4217856] via 40.10.1.2, 2wld, Seriali/e

[}

a

a

a

oooera

[90/4217856] via 40.10.1.2, 2wld, Seriali/e

[90/4729856] via 40.10.1.2, 2wld, Serial2/o

[90/4217856] via 40.10.1.2, 2wld, Serial2/o

scape sequance to abart. [90/6265856] via 40.10.1.2, 2wld, Serial2/o

Tracing the route to 100.1.1.1 28.108.1.8 [98/4729856] via 48.18.1.2, 2wld, Serial2/e
VRF info: {vrf 36.8.8.8/24 is subnetted, |

39.19.1.8 [98/5241856] via 48.18.1.2, 2wld, Serial2/e

Type escape sequence to abort. 36.208.1.8 [98/4729856] via 48,18.1 2wld, serialz/e

1

1

cooooDooDoo

Tracing the route to 100.1.1.1 38.38.1.8 [98/4729856) 2wld, Serial2/e
VRE info: (vrf in namefid, vrf out namefid) 30,40 .0 [99/5291856] via 49.18.1.2, 2wld, Serialse
140,20,1.2 28 msec & msec 9 msec 39.50.1.0 [96/5241856] via 48.18.1.2, 2wld, Serial2/e
210.60.1.2 17 msec 16 msec 17 msec 'rj'c'lsig"l? ;s_zxa;:a:}h::l{c:cttcd. ; smnffid'l-i,gas"‘
49.19.1.8/ sctly e

ii:-:g-:-: :: "““‘:: s ;i"‘"‘ 40.10.1.1/32 is directly . serialzse

LML mEec N M 28 miac 40.20.1.8/24 is directly . Serial2/3
530301.2 138 msec ¢ 48 msec 48.20.1.1/32 is directly cted, Serial2/3
bangalores subnet Led

Lowest Cost Path. ABFH M

EBU Techn




Open Network Environment
Towards a Broad Approach to Programmatic Access to the Network

« Evolutionary step for networking:
Complement/evolve the Network Control Plane where needed

« Centered around delivering open, programmable environment for real-world use cases
No one-size-fits-all
APIls, Network Virtualization, Agents/Controllers
Joint evolution with industry and academia

« Technology-agnostic
Not predicated on a particular technology or standard
Draw from existing technologies and industry standards

- Delivered as incremental functionality
Many customers will use hybrid implementations
Build upon existing infrastructure with investment protection

Open Network Environment Www.cisco.com/go/one onePK www.cisco.com/go/onepk; www.cisco.com/go/getyourbuildon

EBU Technical Seminar, June 27, 2012

© 2012 Cisco and/or its affiliates. All rights reserved.

Evolve the early SDN Model...
... acknowledge the need for diverse abstractions

<)
Debugging '

Forwarding
Policy, QoS
Forwarding
Policy, QoS
Interfaces
and Tunnels
Capabilities
Diagnostics,

OF Agent
o AP frasiciure

APl infrastructure

Control Data Management Control Data Management
Plane Plane Plane Plane Plane Plane
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