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GigaPort

» Research networking is innovation engine between
research and market introduction of new services

—GigaPort (1999-2003):
« government grant: 70 million Euro
« Partnership with industry

—GigaPort Next Generation Network (2004-2008):
« consortium of 50 organizations
« government grant 40 million Euro
« Partnership with industry
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SURFnet5

Legend

Partners BT and Cisco

15 PoPs connected by
thirty 10 Gbit/s lambdas

Dual stack IPv4 and IPv6
since 2001

More than 120 institutes
connected at Gbit/s level

750,000 users
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SURFnet

» Provides the Dutch National Research Network
» Not for profit company, 50 employees

» 100% subsidiary of Stichting SURF

» 150 connected organizations, 750,000 users

* Turnover (2003): 30 million Euro

« Infrastructure services:

—innovation paid for by government

— cost effective exploitation for higher education and
research
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A bit of history

* 1972 First public demonstration of ARPANET
+ 1982 Start of Eunet/UUCP via 9.6 Kbit/s dial up links
+ 1992 Start of Ebone/native IP 256 Kbps

+ 2002 Start of Lambda Networking 10 Gbit/s

+ 2012 ???
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GigaPort results (1999 - 2004)
* SURFnet5 10 Gbit/s lambda based network up and running

since mid 2001

Fiber to the 20,000 students via 10/100 Mbit/s switched
dormitories Ethernet

GigaMAN development of market for managed dark fiber

Access pilots mobility and middleware

NetherLight international testbed for lambda networking

Playground for new applications
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History of the SURFnet infrastructure

100 Gbit/s SURFnets

20 Gbit's
10 Gbit/s|

1 Goit/ SURFnetd

155 Mbit/s
SURFnet4

34 Mbit/s

100 Mbit/s

10 Mbit/ 1
2 Mbit's
1 Mbit

SURFnet2

100 kbit/s 64 kbit/s
SURFnet1
10 kbit's ]:IM Kbit's
1987 1989 1992 1995 1997 2002
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Paradigm shift
Lambdas
SURFnet6 network
SURFnet5 network
POS

SURFnet4 network

ATM GigaPort
| SURFnet4 project,  GigaPort |Next Generation
1995 1999 2003 2008

Next generation is not a simple extrapolation of current networks
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NetherLight network 2001

» 2.5Gbit/s lambda between StarLight, Chicago, USA
and NetherLight, Amsterdam, NL
« Lambda terminated on Cisco ONS15454 muxes,
—WAN side: SONET framed: OC48c
—LAN side: GbE interfaces to computer clusters

StarLight NetherLight
GbE GbE

2.5G lambda

GbE
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Traffic growth
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— Trend line traffic on SURFnet
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NetherLight

+ Optical Internet exchange point in Amsterdam

+ Built and operated by SURFnet

« Experiments with light path provisioning in a
multi domain environment

« First Lambda Workshop in September 2001 in
Amsterdam

Light
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NetherLight Network 2002

» The iGrid2002 event brought many lambdas to Amsterdam
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GLIF

At the 39 Lambda Workshop in Reykjavik in August
2003 with 33 participants from Europe, Asia and
North America it was agreed to continue under the
name:

GLIF: Global Lambda Integrated Facility
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GLIF Website

Global Lambda Integrated Facility

about meetings working groups publications members

http://www.glif.is
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GLIF vision

To build a new grid-computing paradigm, in which
the central architectural element is optical networks,
not computers, to support this decade’s most
demanding e-science applications.

It is no longer sufficient to connect researchers to
the internet, they have to be connected to each
other.

GﬁaPoﬂ
GLIF Founding Members
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GLIF, Global Lambda Integrated Facility

« GLIF is a collaborative initiative among worldwide
NRENSs, consortia and institutions with lambdas

» GLIF is a world-scale Lambda-based Laboratory for
application and middleware development

« GLIF will be managed as a cooperative activity
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Global Lambda Integrated Facility 3Q2004

New York Stockholm
MANLAN NorthernLight

IEEAF

- |
NORDUnet

10 Gbit/s

...... OIS gy @

Chicago Amsterdam Dwingeloo

ASTRONMIVE
Los Angoles STHRLIGHT] MLL:ght

SURFnet ST

SURFnet
10 Gbit/s

10 Gbit/s 2.5 Gbit/s 2.5 Gbit/s

Sydney London Geneva
AARnet UKLight CERN

@aarnet fA;PAN

Prague
CzechLight




VLBI at JIVE in Dwingeloo, NL today
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IEEAF Global Quilt initiative
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GLORIAD

Chicago

GﬁaPoﬂ

Amsterdam

Moscow

T. Schindler / National Science Foundation
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Lambdas as part of instruments
LOFAR
www.lofar.org
SURF:/net
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GLIF 4t Annual Workshop

The GLIF 4th Annual Global LambdaGrid Workshop
will be held in Nottingham, United Kingdom on
September 3, 2004

The GLIF Workshop is being co-located with the UK
e-Science All Hands Meeting, to be held 1-3
September in Nottingham, UK

Workshop organizers: Cees de Laat, University of
Amsterdam and Maxine Brown, University of lllinois
Chicago

Workshop hosts: Peter Clarke of University College
London and David Salmon of UKERNA
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Agenda 4 Annual Workshop

» GLIF Governance and policy

* GLIF Lambda infrastructure and Lambda exchange
implementations

» Persistent Applications
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Why Lambda Services?

Lambdas form an excellent basis for IP networking
Researchers are interested in lambdas

Provides excellent quality on point to point
connections at very high speed

Protects the routed network

+ Enables demanding applications to make use of the
infrastructure in an economically sound way
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What did we learn

» Point to point lambdas are a powerful service

« Current Optical-Electrical-Optical equipment can
allocate sub-lambdas to individual applications

* Management is still cumbersome

Hybrid network architecture seems to be the only
valuable NREN option for the future:
— Packet switched internet for regular many-to-many usage
—Light Paths for new high speed few-to-few usage
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GLIF 5% Annual Workshop

» The GLIF 5% Annual Global LambdaGrid Workshop
will be held in September 2005 in conjunction with
iGrid 2005 meeting in the new UCSD Cal-(IT)?
building in San Diego, California, USA,
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Light Path characteristics

» A Light Path has the following characteristics:
—No packet re-ordering
—No jitter
—No drops due to congestion
—Known end points
« A Light Path that can therefore:
—Bypass firewalls between trusted parties
—Enables the use of alternate network or transport protocols
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SURFnet6 Design Choices

» Keep it Simple

» Provide connectivity at the lowest
available OSI layer
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SURFnet6 overview

» Realization of a next generation hybrid network with
seamless end-to-end communication:
—Based on customer-owned managed dark fiber

—IP Services and Lambda Services over a single transmission
infrastructure, managed via a single control plane

— Multi-domain networking

— Ethernet services as part of the WANs
— Intelligence of networks and the associated responsibilities at

the edges

GﬁaPoﬂ
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SURFnet6 will be based on dark fiber
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« Over 4000 km fiber pairs
available today; average
price paid for 15 year IRUs:

External #

3 SURFnet Infrastructure
[ Non-SURFnet

Border Routers

IP connectivity — -FL \ SURFnet6
N Core Routers

]
M wﬁ;g_.\m 7 EUR/meter per pair
sm,-m o~ — ”D:j' " ertuce
sansld SHEth —— wm/ + Managed dark fiber
w%f“”‘ o J5 infrastructure will be
5‘ " / e extended with new routes,
L“;‘i’f“ _Em. approx. 1000 km more to
= be ready for SURFnet6
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IP service provisioning model
SURFnet6

SURFnet6

Common Photonic Layer

Customer ‘

Router
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SURFnet’s new Industry Partners (2004-2010)

- Optical equipment

N QRT E L Ethernet equipment
NETWORKS™ . Network management

equipment

Routing equipment

TELonnus « Installation services
0 » Maintenance services
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Nortel Networks Common Photonic Layer

* Modular architecture for end to end networking

« Automatic continuous dynamic system optimization
+ Management on a per wavelength granularity

* Remotely configurable

« Flexible optical add/drop without OEO conversion
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IP network implementation
SURFnet6
Avich, Border Routers
External ~fAvich 5 . SURFnet6
IP connectivity égﬁ' ﬁQ Avici Core Routers
Ny SSR

Nortel 3

1 Gigabit oo i o
Ethernet J - 10 Gigabit
Customer Ethernet
Customer

[0 SURFnet infrastructure '\‘ e

[ Non-SURFnet
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Light Paths provisioning implementation

HDXc |OME 6500

International SURFnet6 Sites
Light Path in Amsterdam
connectivit: Optical
AN Toxie | Switch
16x16 MEMS
10 GE e

&10 GE LAN
10GELAN_ ¥

Nortel
OME

SURFnet6
Customer Common Photonic Layer
equipment

Customer

7 | 6500 Nortel 7 10 GE equipment
1GE e
[ SURFnet infrastructure
[ Non-SURFnet Regional Light Path
SURF:net
GiﬁaPorﬂ
10G Light Paths Resilience

Optical 16x16
16x16. Switch MEMS

MEMS
Y10a
oM

SURFnet6
Customer Common Photonic Layer
equipment

Customer
oM

equipment
10G oo X

[ SURFnet infrastructure

[ Non-SURFnet
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GigaPort

Light Path Control

gives

applications a service interface, with
a virtualized network view, dynamic
provisioning, fault notification and
performance monitoring

Light Path Provisioning
via Control Plane

SURFnet6

Common Photonic Layer
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1GE Light Paths Resilience

SURFnet6
Customer Common Photonic Layer
equipment

Customer

equipment
1GE quip
[ SURFnet infrastructure
[ Non-SURFnet
SURF:net
Gig‘aPorﬂ

Light Path Provisioning

« Initially the provisioning is point- and click
oriented

« During the later phase of the SURFnet6 the light
path provisioning will be fully application directed
and hands-free
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Timelines SURFnet6

SURFnet7

1
Definition  Piloting

SURFnet6 infrastructure
0 A 2

3
Select  Blueprint  Build Operate and Upgrade Production
partner  pilot Migrate infrastructure

SURFnet5 infrastructure

Operate  Operate
Pre production / Production Upgrade  Phase out

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
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Conclusion

NREN users need new services that current
networks cannot support

Telecommunication infrastructures will become part
of the Grid and will be integrated in scientific
instruments

Hybrid networks delivering IP and Lambda Services
can meet user demand within budget constraints
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Thank you

+ Kees.Neggers@SURFnet.nl

+ www.surfnet.nl
« www.gigaport.nl
« www.glif.is
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