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Agenda

=What is the Filer Bottleneck Problem?
= IBM General Parallel File System (GPFS)
—Product overview
—Solution architecture
—How it works
—Benchmarks
= Benefits and summary

"Q&A
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The Filer Bottleneck
Problem
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The Traditional NFS environment today

Filers HPC Cluster Jobs Users
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Problem

* When one project runs lots more jobs — one filer must
push much more data than the others — but bandwidth
is limited

» Scaling can only be achieved by adding more filers
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NAS choke point

NAS storage (NFS/SMB) has performance bottinecks

Compute host # I I Compute host # I I Compute host #2 I I Compute host #4 Compute host #n
JOB 1 JOB 2 JOB 3 - - : :
Data intensive L Data intensive L Data intensive L Data intensive . Data intensive
LSF job fa LSFjob '~ LSFjob pdzl LSF job LSF job
Iﬁ NFS or SMB NFS or SMB NFS or SMB NFS or SMB
NFS file-based client client client client
access protocol - —

approximately
50 MB / sec*

| 10 Gb / secorc $witched Ethernet fabric

Choke point - limited 10 Gb/sec
data paths from NFS filer - as the
number of jobs increases, the
problem gets worse - multiple filers
Jjust causes “hot spots”

Dedicated Filer

* Data rate depends on many
factors, but gets worse with
concurrency

NFS or SMB server

FILE 1 J@@@@SS@@@@ FILE 3 88
simasranster |/ 00 00B800000880000

rate approx 300

MB/s (uncoded) * OO ke HOoooooosos
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GPFS Caching
Solution
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IBM General Parallel File System (GPFS)?

F

» Cluster file system, all nodes access all data

« Seamless capacity and performance scaling
« All features are included
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Network-based block input and output (1/0O)

- = Reduce costs for data " @
administration Analvi
_ _ nalytics i
= Enable virtually seamless multi- Data Collection y File Storage Media
site operations

= Provide flexibility of file system Network shared digd digdlidl 9B
access disk (NSD) clients N

= Establish highly scalable and
reliable data storage

= Future protection by supporting
mixed technologies

= Streamline data access
= Centralize storage management
= Improve data availability

. J
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What is a cache ?

Large. slower storage  FirsPEIRMMENAR'BPILSRIRGRABY BRI AR date
andYRER {8 GPE6EnE enable

\

Wide & fast
: pipe for data xfer |

Narrow slower
pipe for data xfer

/_\ i
5 Data sits here too
! Cache
: Processing
| All data must flow | i Data sits here{ :
i from storage,to | i ] ]
i the processing ] : ] ;
i Note the choke point'; i i ;

i Some data comes from cache.
------------------------- * Other data comes from storage.
Data from the cache is very
quick. NO choke point

_________________________ 1
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Solution concept

sl Description

+ AGPFS — AFM installation to cache active projects
» Hardware & software solution
* Investment protection with permanent data remains on filers

e Value

« Utilization & efficiency of resources (hardware & licenses) remain high
» Assure high priority, busy projects do not suffer a performance loss

« Scaling the bandwidth or the storage is simple, easy & incremental

» Accelerate time to market

— BREICEVEG!

« EDA and other environments where NFS filers are common
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What is GPFS “AFM” (Active File Management)?
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Global namespace + AFM cache

File System: store1

Cache Filesets:

Clients access: /data1
/global/datat /data2
/global/data2 " Local Filesets:
/global/data3 /data3 .
/global/data4 /datad File System: store2
/global/data5 Cache Filesets:

Local Filesets: Clients access:

/data5
/global/data6 ata /data1 /global/datat

/data6

Py /data2 /global/data2

: Cache Filesets: /global/data3

e /data3 /global/data4

. [datal /global/data5

File System: store3 Cache Filesets: /global/data6

Clients access: Cache Filesets: ;gzgg
/global/datat /datal
/global/data2 /data2
/global/data3 - -
/global/data4 Cache F"?:;?é
/global/data5 /datad
/global/data6

Local Filesets:
/data5

/data6 = See all data from any cluster
= Cache as much data as required or

fetch data on demand
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Solution architecture

Filers HPC Cluster Jobs Users
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ALL Data still lives here on the filers

GPFS configuration is
100% cache for filer data
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Benchmark results
NAS Filer vs. GPFS - Simulated EDA Workload NAS._Filer

80
—=GPFS_NFS

70

—GPFS_Native

(o2}
o
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. Direct access through NAS filer

2. Access through GPFS-AFM
cache which exported as NFS,
so called GPFS-AFM filer.

3. Access through GPFS-AFM

cache directly as GPFS client.
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Solution Value and
Benefits
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Solution value & benefits

= Performance
— A single project can get the full bandwidth of the GPFS AFM cluster

— Any data access through the GPFS cache will be cached on the GPFS disk system and
cached by the AFM algorithm

— Hot project data will then be served by the large number of NSD servers and not touch
the filer at all

— Filers no longer are impacted by hot projects
= Scaling
— Scaling is incremental, easy, and quick
» Requires a simple addition of AFM NSD Server or backend cache disk
— Scaling of the overall footprint requires additional disk in the filers
= Reliability
— Evolutionary approach — not revolutionary
— All permanent data stays on the filers
— Existing projects can use NFS mounts from filers as they always have — no data risk

5,
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Is this solution a good fit for your environment?

Are filer hot spots a known issue in your environment today?
Have you done anything to alleviate them? If so, what? Was it effective?

Do filers ever get unstable because of overuse by your HPC?

Do you ever have to buy additional filers because of bandwidth rather than capacity?
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Solution Packaging

“Roll Your Own”
= Build you own GPFS Cluster with:
— x86 Servers

— GPFS Software
— Storage

Pre-Integrated GPFS Cluster

= GPFS Storage Server (GSS)

Appliance Style

= |IBM SONAS
= |BM Storwize v7000U
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Questions?
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