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DATA CENTRE TO CLOUD — WHAT'S CHANGING?
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DATA CENTRE TO CLOUD - WHERE'S THE IMPACT?
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TRAFFIC PATTERN EVOLUTION

Client — Server Architecture Service Oriented Architecture
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STORAGE JUST ADDS TO THE STRESS
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Now they want a single network to integrate the resource pools!
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LATENCY IN TODAY'S DATA CENTRE
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SECURITY — NEW MODEL FOR THE CLOUD

Hotel Model

Castle Model
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CLOUD ENABLED SECURITY

Clients Global High-Performance Network Data Centers
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LEGACY NETWORK MANAGEMENT
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LEGACY NETWORK AUTOMATION TOOLS:
BUILT TO SOLVE POINT PROBLEMS

Legacy approach

A Switch Virtual switch q q Asset
Security management management Diagnostics management
Characteristics: Consequences:
« Disparate point products « High operations costs, low operator

« No connection to compute or storage resource productivity

o BT Ees « Long, error-prone cycle times

« Device-centric « Poor system-wide visibility and control
« Hard to use

« Lack of operator -based automation
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THE PAIN POINTS OF CONSOLIDATION

Scaling
= Consolidating many Data Centres teaches you all about N2

= Number of endpoints in Data Centres is increasing by an order of
magnitude.

Energy and Space Footprint.
= Increase in communications density makes the network the fastest-
growing part of the data centre.
Availability
= “put all your eggs in one basket and then *watch* that basket.”
= The Data Centre Network can never be turned off.
= |SSU, Non-stop operation, aggressive redundency.....
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SO--- WATCHA GONNA DO ABOUT IT?
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DEFINING THE IDEAL NETWORK

Flat, any-to-any
connectivity
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DEFINING THE IDEAL NETWORK

Flat, any-to-any Single device

connectivity N

Switch Fabric

Data Plane

 Flat — single
look up

* Any-to-any

Control Plane

« Single device

« Shared state

Simplicity of a single switch Single switch does not scale
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DEFINING THE IDEAL NETWORK — A FABRIC

Flat, any-to-any
connectivity

Single device

N=1

Network Fabric

Data Plane

* Flat — single
look up

* Any-to-any

Control Plane

« Single device

« Shared state

.............

A Network Fabric &= ) W
has the.... B

Simplicity of a single switch Scalability of a network
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A True Fabric has.....
= 1 Device
= 1 Layer (may have multiple switching planes)
= 1 Forwarding plane
= 1 Control plane
= 1 Management plane
= 1 Device state
= 1 Heck of a lot of endpoints
= 0 Packet loss
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FABRIC — THE STRATUS PROJECT
o Data center fabric

¥
Junos

The Stratus Project

Servers NAS FC Storage
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JUNOS SPACE ORCHESTRATES
THE NEW NETWORK

The New Network With Junos Space

* In One Location:
N Switch r a Q
SREE i

* Ethernet Design

* Virtual Control
» Service Now

o~ * Service Insight
[ « Network Activate
Characteristics: Consequences:
+ Common, cross-device platform for « Improved top and bottom line benefits

attomationjofivirttialiand|physicalinetworks o Rapid scaling of application infrastructure

« Plug/Play application environment oReduced Opex

+\User:centric, tasicoriented interface « Optimal security, scale and resource efficiency

« Correlated network, security, app and user
intelligence
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SECURE—CLOUD ENABLED SECURITY
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Internet
. SSL VPN

Virtualized
Security
Services

DMZ

Services
* 1. DoS Protection

. 2. AppTrack NAT
JUHOS 3. Firewall . Intrusion prevention
4 . Real-time visibility
5 0. Traffic prioritization

SPACE . Authentication
. Encryption
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Management & Compliance
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Virtual Machines

. Malware and zero day threats
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