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What is a Grid?

113 H (
._..applymg the resc_;urces of many computers Grid Architecture
in a network to a single problem at the same

time...” < < S S
SearchClO.com

Applications

“A computing system that is concerned with —

the integration, virtualization, and

management of services and resources in a
distributed, heterogeneous environment that
supports collections of users and resources Servers

(virtual organizations) across traditional
administrative and organizational domains

(real organizations)”
— OGSA Glossary, Global Grid Forum

Storage

Connectivity
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Grid Computing: An Extreme Example...

SETI@home is a scientific Last 24 Hours
; Total (New Users)
experiment that uses Internet- " S 301 313 301
connected computers in the sers Sl ’
Search for Extraterrestrial Results received 1,779,286,958 5,000,731
. Total CPU time 2,228,283.986 years | 3610.717 years
Intelligence (SETI)—you can
. g ( ) Y Floating point 6.523404e+21 1.950285e+19
participate by running a free operations : e (225.73 TeraFLOPs/sec)
program that downloads and {p\:?\r:grek?;g time | 44 hr 58 min 14.0 sec| 6 hr 19 min 30.1 sec

analyzes radio-telescope data -
SETI@Home website, March 7, 2005

...but not exactly commercial requirements

“At 13:30 UTC yesterday the SETI@home upload/download server failed. We've
solved the problem, so you should be able to upload results and download new
work at this time. There will probably be a long period where the servers are
overloaded with backlogged requests. Thank you for your patience.”

May 30, 2006
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Today’s Grid Deployments

Segment

Applications Examples

Descriptions

Data warehouses:

Oracle 10g over grids of
Linux servers

¢ Oracle 10g
» Data mining
» Decision support

“Database grids”

* CAD prototyping Commercial applications:

« Satellite imaging
* Oil exploration

« L ., ., | °Digital media Explorations of grids with
Commercial | “Application grids” | o5 development | Specialized middleware
* Trading
» Financial derivatives Financial industry:
“Compute grids” * Risk analysis Grids of Linux servers with
» CAE simulation customized software to run
sophisticated analytics
* DNA/genome Government Research:
« Particle physics Massive grids of Linux
Scientific “Compute grids” « University research servers with open source file

systems performing particle-
physics simulations

© Copyright 2006 EMC Corporation. Al rights reserved.
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Database Grids

* Key drivers Grid Architecture
— Lower total cost of

ownership by deploying - Business processing
database applications on - Data warehousing
* Archiving

commodity servers Applications

* Application complexity iidaiEwareMIN) - Database

— Low, handled by g
database middleware O O O O ) ?:;Ti?;g;:tel
¢ Information sharing * UNIX

. Servers * Linux
— Low to medium ;
Connectivity Fibre Channel

* Storage requirements IR N

— Scalable performance g g
T S ahili - SAN arrays
High availability - Integrated NAS

— SAN or NAS access Storage

© Copyright 2008 EMC Corporation. All rights reserved, 5
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Database Grid Example

An Internet Retailer Deployed an Oracle 10g RAC on Dell Servers with
EMC Networked Storage

Business Impact

 Provided the flexibility to scale,
manage, and grow the IT
infrastructure on demand

* Improved service levels
» Lowered total cost of ownership

Celerra
NS700

© Copyright 2006 EMC Corporation. Al rights reserved. 6
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Scientific Compute Grids

° i (
Key dr!vgrs . Scientific Compute Grid Architecture
— Unlimited scalability by

re-architecting 2:::;;
applications for grids - Satelal

* Application complexity Applications Research

— High, re-engineering, — * Globus Toolkit
installable file systems . sl m—
¢ Information sharing O O O O e -
— Highly variable Servers + Installable file system

 Storage requirements Connectivity IP (NFS, iSCSI)
. Fibre Channel
— High throughput

— High availability - Metadata clusters
— SAN and NAS access - SAN arrays

Storage

© Copyright 2008 EMC Corporation. All rights reserved, Z
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Scientific Compute Grid Example

Energy Corporation Deployed an HPC Geophysical-Analysis Application on
Linux Servers with EMC Networked Storage

Data Application
) nodes nodes
Business ImpaCt Custom application &
; ADIC StorNext N
« Faster job turnaround orNex Q//
Globus Toolkit N
* Handles extremely large N
amounts of data s//
- Improved flexibility and N
usage s//
N
Ton

I

Tape CLARIiON
library

© Copyright 2006 EMC Corporation. Al rights reserved.
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Project MegaGrid Overview

Best Practices for Enterprise Grid Computing !

* Project MegaGrid is designed to reduce the cost, risk, and _| !
time to move to Oracle’s Grid Computing 1

— Grid Computing creates a large, clustered Oracle10g database system
running on low-cost Linux servers and networked storage infrastructure

Industry Leaders

» Jointly development by EMC, Oracle, Dell, and Intel to
test, prove, and document repeatable methodologies for
Grid Computing

* Tests run in joint development facility at Oracle’s Global IT
Data Center in Austin, TX, using real-world applications

Customer Deliverables

* White papers providing design, deployment, and
operational-methodology recommendations

ORACLE D@LL intgl

© Copyright 2006 EMC Corporation. All rights reserved.
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Project MegaGrid: Deployment Architecture
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EMC EMC

Co iX

MDS-9509

Cc
MDS-9509

trix

Intel Tiger4
Intel Tiger4
Intel Tiger4
Intel Tiger4
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Intel Tigerd
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Intel Tiger4
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EMC EMC EMC EMC
Celerra Symmetrix CLARIiON NS700
NSX DMX1000-P CX700/NS700
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Storage Paradigms for Grids
Different Requirements Lead to Different Storage Architectures

Grid Applications—Storage Requirements

* Performance « Batch versus transactional
+ |/O throughput « Size of datasets
« Fibre Channel versus IP - File sizes

* Sharing/no sharing » Permanent versus thra

iSCSI

Distributed I Centralized  Gateway Installable

|
: Integrated Hosted
|

Specialized
SAN NAS File Systems
« Direct connect

« Internal drives m m

© Copyright 2008 EMC Corporation. All rights reserved,
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Multi-Path File Systems

Architectures Servers and Applications Applications

* SAN DDDDDD - Media
— Fibre Channel or iSCSI — Post-production
— No data sharing — Streaming video
— High bandwidth — Ad creation

* NAS + Grid computing
— IP network MPFS — Bioengineering
— Data sharing SAN MPFSi NAS — CAD/CAM
— Low bandwidth — Financial Analysis

+ Multi-Path File Systems + Large-file processing
— Fibre Channel or iSCSI — Image processing
— Data sharing — Backups

— High bandwidth — Oil and Gas
9 Storage ‘

Multi-Path File Systems deliver the best of both worlds

© Copyright 2006 EMC Corporation. All rights reserved.
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Celerra Multi-Path File System for iSCSI (MPFSi)
NAS Request, iSCSI Delivery

Servers

» Servers connected to storage
network via iSCSI
» Servers connected to an out-

of-band “metadata” controller P
Control Network

— Celerra NSX and data
— NS Series/Gateway

NFS iscs) Data

* Servers send file requests to
Celerra via IP

* Data access is done directly
via iSCSI Connectrix
MDS-series

Celerra switch Symmetrix or
Gateway CLARIiON

© Copyright 2008 EMC Corporation. All rights reserved, 13
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Celerra MPFS for iSCSI

Continued
MPFSi vs. NFS Multi-threaded Sequential-Write
. i Client Scaling (/0 64K in size)
High-Performance File 800
- u NFS
Sharlng ;gg " MPFS/T |

500

* NAS request via IP 400

300
* Data delivery via iSCSI £ 20 I I I I
0

* Transparent to applications 1 4 6 8 10

Clients (I/0 64K in size)

Writes (MB/sec)

* Delivers high application
rf 9 PP MPFSi vs. NFS Multi-threaded Sequential-Read
periormance Client Scaling (I/O 64K in size)
1000
800 “:Z;isa

600

* Enhances Celerra scalability

* Greater client scalability at
lower cost

400

Reads (MB/sec)

200
0
1 4 6 8 10
Clients (I/0O 64K in size)
© Copyright 2006 EMC Corporation. All rights reserved. 14
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EMC Storage: Extensible Architecture

- ’ Commercial Scientific

Compute Grids Compute Gri

999 0g99P
\ -
Celerra Celerra
%@gﬁ E Gateway . Cluster
e i e ey ~ g "‘"\L

Celerra
) T MPFSi
Cluster

cJL SAN ! san )
f
ii _i
CLARIiON/ CLARIiiON/ CLARIiON/ CLARIiON/
Symmetrix Symmetrix Symmetrix Symmetrix
© Copyright 2008 EMC Corporation. All rights reserved, 15
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Problems with Managing Grid Computing

* Too much data, not Applightiopiigsiain Storage Domain
enough information aa-E [ symptom S
— Too many trouble tickets ¥ 35

being opened in the call
center—can’t keep up

* Difficult to determine the f 3
root cause of a problem o
— Can'’t distinguish among
network, storage, and
application faults

Network Domain

« Difficult to gauge the
impact of an IT-level
problem to the
organisation

Management solutions send alarms for everything

© Copyright 2006 EMC Corporation. All rights reserved. 16
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EMC Smarts: End-to-End Root Cause AnaIyS|s

TEAK P

* Knowledge of all managed elements
~ Network, Network Services, Servers, | HE=S
Applications, Application Services, e
Storage, Business User Communities | #:
o-
~
* Knowledge of relationships 2

— Within and between these managed
elements

» Causal Propagation across managed
elements
— Differentiate symptoms from problems

— How problems cause symptoms to
other nodes

* True “end-to-end” impact analysis
from the IT infrastructure to the

business user. L —
© Cogxright 2006 EMC Corgorauon. All n‘ghls reserved.
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EMC Smarts: Managing Services In Real Time

Automated Actionable Intelligence

Analytics
Codebook Correlation Technology™

Abstraction
EMC Smarts Common Information Model™

ata and Event Collection

Firewalls
IDS
Storage

Applications
Video

Databases

Optical

Switches Servers

Routers

Telephony

With patented, industry-leading technologies

© Copyright 2006 EMC Corporation. Al rights reserved.
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The ICIM Library - Abstraction

* The essential properties of each monitored element apart
from application to, or association with, a particular instance

¢ InCharge (Smarts) Common Information Model (ICIM)
Ilbtrﬁlry Is the abstracted representation of monitored objects
within:
— The Business
— Applications
— Infrastructure

* ICIM Library Contains/Defines:
— Objects & Attributes
— Complex relationships between objects (topology)
— Object’s common failures and associated symptoms
— Causality propagation of failures

2
where information lives*

Analysis: Codebook Correlation Technology™

* Once Smarts has built the topology repository, the
Codebook Correlation is automatically generated.

* The Codebook is SMARTS patented, built-in intelligence
that automatically adapts to each managed environment.

* Smarts identifies the problems that can occur and their
patterns of symptoms.

* Smarts then monitors for problem symptom signatures.

* Once a problem is detected, ICIM is leveraged to trace the
spread of the problem and determine business impact.

20
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Problems
s0 s1 s2 s3 sO sO s1 s1 s2 s2 |s3 |s3 |sO |sO |sO [sO [s1 [s1 |s1 |s1 |s2 |s2 |s2 [s2 [s3 [s3 |s3 |s3
c0 c1 c0 c1 c0 c1|c0|c1 |cO |cO |c1 |c1 |cO0 |cO |c1 |c1 |cO0 |cO |c1 |c1 |cO |cO |c1 |c1
p0 |p1 [po |p1 [p0 |p1 [p0 |p1 [P0 |p1 |pO [p1 |pO [p1 |pO [p1
1 1 1 1
1 1 1
1 1 1 1
1 1 1
1 1 1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1 1
m 1 1 1 1
E 1 1 1 1 1
1 1 1 1 1
e 1 1 1 1 1
Q 1 1 1 1 1
E 1 1 1 1 1
A 1 1 1 1
m 1 1 1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
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Automating Service Management—Start to Finish

ICIM Library

Service Subscriber [RR#

Hosted Application #
Switch
Server n
Router g

Service Offering 6

Polling/Pinging

|

© Copyright 2006 EMC Corporation. Al rights reserved. 22
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EMC Smarts Automated Actionable Intelligence

Problem Topology Appllcatnon Business
View Impact View

_ F!E!:!:Fﬂ

What is Where is it What does it What'’s the Why does it
happening? happening? affect? impact? matter?

© Copyright 2008 EMC Corporation. Al rights reserved. 23
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Single Focal Point — Global Console

2 reptcsansenten Isolate Root Cause Problems
A Catie . | m
4 2\ ExdumalDomain
S A, HurarchicalGmuphansger ]
o A Hew
% 2L InChasgoDomain
Ty —
e Customar Impacts Dafault Dete e Reso on Priorities j
L i?:;’::om“ ™ Hame m(nunm-nlmr Exension Last hotéy
- 8 nsutond insmont Yar_ MOAGYD Sy keI b % Ape 135413
&1 Co Yew  wmwar me st i o s taazn
- [T £ Inpactod XA % ag 1ETI
A% *;'r",'l‘u‘:l“:;‘l‘, Mo WMOAIAS Semith & Laswerth Lt mpactud D Jart XA 25 A VRS
[ Subserivers
= A GemicaSubscriber
oW ACME Irstmant Groue
% m BalarcBmin Imestors Servce Impucts Cetault de Affected Se e 7
o w feewon Financist s | N
Evont nico Wanager mmcuwu Last Nioay
[ Consistace Yus  Merchaed Senaces Impacted  Sarah Jacobs ,xu 29 Agu 1 E8)
E-d\ ApplicationBardce st Banking  Inacted oo Milks Ly _: 2% Agr 1A |
W W Payments & Imoicing
[ Subseribars
5 A
W Rugis Indusbin
Bow & Laswarin Lid
u Pervats D
= [ Const
A
& a" aate Maowgemant
I8 Subscribers
= GemicaGuDSCRBe
4 W Mr Michasl McATes
% m Sir D3gocd Marchal

W Emith £ Lasworth L
W A SendesSubaciber
4, gwiich

A Jwacy [ Sarvid on; SMARTS, uber, dri, a9: trochern
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Single Focal Point Dashboard

sagies  OperatorPage-3 htmi - Mrosoft Interet Explorer = EIE|

Fe Edt Vew Fovormes Tock Heb Cogem[ <] Brserchweb - &

What else

S o ) 5] o a (3 & ]
Back i St Reben  mome | Sexch  Fawrts Ml Hewey inms
ks [ 4 P focaihast G000 SHARTS sampresfoparatcePage- 3 html. does it effect? &t

Lrks @)inCharge Project Managemant  @JDashboardDemo  )NewDiashDemo  glintratiet  @jCompany Roster 0]

Where did - 4

ithappen? BARAAESCSEE % "LH
) I ‘_ G SKMPLES-ACE,

Why does
LLem wa > it matter?

* %4 Epap BAAPEC MO

@] fenket com smarts. webisgps SmWebSummanyApg started [ B Lccdnoanet
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Example of a Network Problem

Each instance of problem has a unique
signature in the symptoms that it causes

Switch 1

Authentic
Problem!

Switch 0

Switch 2

Switch 3

© Copyright 2006 EMC Corporation. Al rights reserved. 26
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* Automate real-
— Critical IP network
connectivity
problems,
including NAS IP
connectivity Netitcaton
Name IF-A72.24 100 658 [McDATA re Channel Switch 1 00Mbit Ethernet Adaptor]
Class = Marne Event |
Mode 172.24.100.126 DiscoveryError
Mode: 17224100107 Unresponsive
Mode 172.24.100.127 DiscoveryError
Host 17224100121 [Celerra Cortrol DiscoveryError
Host 17224 100121 [Celerra Cortrol Unresponsive
FileServer SERYER_3_¥DM_2 [Celerra Da DiscoveryError ;I
© Cogxright 2006 EMC Corgorahon All nghls reserved 27
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Example of SAN Problem

¢ AUtomatica”y diagnose Matification © K Isolate Root-Cause Problems
root-cause problem

— SAN port links and unit

failures Er | TS —) |
. n o
— HBA port links and card A s
failures L =

* ldentify impacted

I

elements -
— Host Devices and File = s E
Systems Where does

P

— Celerra Data Movers it happen?

— PowerPath Paths

What does
it effect?

© Copyright 2006 EMC Corporation. Al rights reserved. 28
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End-to-End Root Cause Analysis

Application Domain
Storage Domain

DataFile

SANStorageExtent

StorageDisk

Array

Application

StorageDisk

Coe

e

fileServer
Network Domain

© Copyright 2008 EMC Corporation. Al rights reserved. 29
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Adding EMC Smarts to Your Environment

Automated Actionable Intelligence

Executive ™==== — — :% r E] h_—__ Operations
X - Lo Views

Abstraction Analysis
Operations ICIM Codebook Correlation -~ Any IT
Infrastructure “Discovery *Business - Domain

*Modeling +Applications
. ) Topology * Network
. +Adaptat *Infrastruct
Trouble ticket aptation nfrastructure Events + Systems

. +Cross-Domain ety
. I(?::;;t:rryation — ISR © Applications
. ~ « Application

* Reporting | i
* Provisioning 3 ~ nvironments

+ Security
+ Business Processes

Element Network System
Management Management Management

Fault Configuration
Management Management

© Copyright 2006 EMC Corporation. Al rights reserved. 30
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Why EMC for Grid?

° Industry leader in networked storage . .
— Fibre Channel and IP connectivity Grid Architecture

— Scalable performance
— High availability
— Advanced functionality

Multi-Path File Systems Applications

* Automated solutions for managing complex —

information-technology infrastructures
— Highly accurate auto-discovery
— Automated root-cause analysis

— Cross-domain correlation enables real-time, end-to- Servers
end management of today’s largest and most
complex networked systems Connectivity

* Key alliances—Project MegaGrid initiative

— EMC, Oracle, Dell, and Intel
— Best practices and blueprints

Storage
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